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About This Book

The objective of this book is to assist you in designing, writing, compiling, linking, and running distributed
applications on the IBM z/OS operating system using z/OS DCE. The steps to develop a distributed
application using DCE services and application programming interfaces (API) are described in progressive
detail. Also discussed are the development decisions and tools that you need to consider when
developing your distributed application using z/OS DCE.

To create DCE applications that access IMS™ or CICS® transactions, refer to [zZ0S DCE Application|
|Support Programming Guide,

Who Should Use This Book

This book assumes you are an experienced application developer or programmer with a working
knowledge of the C programming language and the z/OS operating system. You do not have to possess
prior knowledge of, or experience with, designing and writing distributed applications using the Open
Software Foundation (OSF) Distributed Computing Environment (DCE) services and APIs.

Ideally, you should be able to:

¢ Allocate z/OS data sets

» Edit, browse, and copy z/OS data sets and associated members
¢ Print data sets

¢ Write and submit batch jobs on z/OS

¢ Write, compile, link, and run C/C++ programs on z/OS

¢ Write and understand JCL to run on z/OS

¢ Understand Shell and TSO/E commands.

A good working knowledge and understanding of the following would be helpful:

¢ Interactive System Productivity Facility/Program Development Facility (ISPF/PDF)
¢ Concepts behind a distributed application
¢ Using the Spool Display and Search Facility (SDSF) to check on the status of your application.

Some exposure to the UNIX or AIX® operating system is helpful but not essential to use this book.

You should be familiar with the concepts of the Distributed Computing Environment. If you are not, read
|z/0S DCE Introductior

DCE Application Development Environment

It is conceivable that you may develop your DCE applications on a platform other than the z/OS operating
system. Perhaps you may prefer to work on a UNIX-based workstation or a proprietary operating system.
If your goal is to ultimately run either the client or server portion of your DCE application on z/OS, ensure
that portion of your DCE application conforms to all recommendations contained in this book.

This book describes the development steps assuming you are developing your DCE applications on the
z/OS operating system. If you are developing DCE applications on the z/OS platform that are targeted to
run on another platform, consult the DCE application development documentation associated with that
platform.
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Unsupported OSF DCE Functions

The following DCE technology functions, which may be available in the Distributed Computing
Environment product from OSF or on DCE offerings from other vendors, are not supported in z/OS DCE:

¢ DCE Directory Services

— X/Open Data Services (XDS) function (Global Directory Service (GDS) portion)
— X/Open OSI-Abstract-Data Manipulation (XOM) function (GDS portion)
— Gilobal Directory

On z/OS, only CDS, XDS, and XOM access to CDS are supported. GDS, XDS, and XOM access to GDS
are not supported.

The following DCE daemon is not supported on z/OS DCE:
¢ DCE Security daemon

Note: Although the DCE Security daemon is not included in z/OS DCE, a security server is available
from IBM as a separately licensed program.

OSF DCE Programming Interfaces
¢ pthread interfaces
— The following interfaces are not supported by z/OS DCE and return -1, errno ENOSYS:

- pthread_attr_getinheritsched()
- pthread_attr_getprio()

- pthread_attr_getsched()

- pthread_attr_setinheritsched()
- pthread_attr_setprio()

- pthread_attr_setsched()

- pthread_getprio()

- pthread_getscheduler()

- pthread_setprio()

- pthread_setscheduler()

For all pthread interfaces (including mutexes, threads, condition variables and so on), the
interfaces do not accept copies of the objects as a parameter. The object returned from the
pthread interface to create the object must be used at all times.

— Unlike the OSF DCE implementation, the z/OS DCE implementation of the following functions can
raise an exception (exc_e_cpa_error) in error situations:

- pthread_lock_global_np()
- pthread_unlock_global_np()

— pthread_cond_timedwait() expects an absolute hardware time (that is, time-of-day clock value) for
the wait time instead of the DCE software clock time, which is what OSF/DCE expects.
pthread_get_expiration_np() returns a software adjusted time as in the OSF/DCE model, and is
used as input to pthread_cond_timedwait().

— exc_report() does not print out a message to stderr as expected. z/OS DCE uses Reliability,
Availability and Serviceability (RAS) services to log messages instead of this function.

— pthread_cond_init cannot initialize a condition variable more than once.
— pthread_mutex_init cannot initialize a mutex more than once.

¢ Exceptions
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— z/OS DCE catches z/OS ABENDs in addition to the set of predefined exceptions and user defined
exceptions.

— TRY/CATCH/ENDTRY macros can raise an exc_e_insfmem exception if they cannot get enough
heap storage.

— TRY/CATCH/ENDTRY macros can raise an exc_e_uninitexc exception if they detect that the
CATCH does not specify a valid exception.

¢ Remote Procedure Call
The following interfaces are not supported:
— rpc_mgmt_set_server_stack_size()
e Security Services
The following interfaces are not supported:

— sec_login_get_pwent()
— sec_login_init_first()

How This Book Is Organized

This guide is divided into five major parts. The first part introduces some DCE facilities and the following
parts contain detailed information on using the various DCE components and their respective APIs that are
supported by z/OS DCE.

« |Part_1, “DCE Facilities” on page 1|introduces two DCE facilities, DCE Host Services and the DCE
Backing Store. Descriptions of these facilities and how you might put these useful facilities to work in
your applications is detailed in this part.

e [Part 2, “Using the DCE Remote Procedure Call APIs” on page 35|shows you how to use the Remote
Procedure Call (RPC) APIs to create DCE RPC applications. You are introduced to the RPC model
and RPC components, and shown the steps in developing an RPC application. Advanced RPC
issues, such as using the Name Service Interface and handling remote errors, are discussed. In
addition, the syntax notation conventions and language elements of the Interface Definition Language
(IDL) and Attribute Configuration Language (ACF) are described in detail.

e [Part_3, “Using the DCE Threads APIs” on page 313|shows you how to increase the performance of
your distributed applications using the DCE Threads APIs. You are introduced to Threads concepts
and shown several models for multithreaded programming. In addition, you are shown how to use the
DCE Threads exception handling interface to handle abnormal conditions in your applications. A
comparison between DCE Threads concepts and z/OS multitasking is provided to help you avoid
pitfalls caused by semantic differences.

* |Part 4, “Using the DCE Distributed Time Service APIs” on page 367 shows you how to use the DTS
APIs in DCE applications to convert between different time formats and representations to determine
event sequencing, duration, and scheduling. In addition, you are shown how to use external
time-provider services with the DCE Time-Provider Interface. A programming example shows you how
to use the DTS APIs.

e [Part 5, “Using the DCE Security APIs” on page 395 provides details on the DCE Security services
and facilities, and describes the main Security interfaces. Walkthroughs of Authentication and
Authorization are presented to enhance your understanding of the DCE security concepts. You are
shown how to use the DCE Security APIs to enable your client applications to communicate with the
Registry server, establish a login context, manage secret keys, and communicate with the Access
Control List facility.

To find more information on topics related to application development not addressed in this book, consult
the following:
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* |z/0S DCE Application Development Referencel SC24-5908

» (208 DCE Administration Guidd, SC24-5904

* |z/0S DCE Application Support Programming Guide} SC24-5902 (CICS and IMS)
* |z/0S DCE Messages and Codes, SC24-5912

For example, the DCE CDS is discussed in detail as a separate component in the administration
documentation. Similarly, certain aspects of the DCE Security Service important to application developers
(such as adding new principals to the registry database) are found only in the administration books.

Terminology Used in This Book
Because DCE technology has been developed from the UNIX environment, many DCE concepts and
terms contained herein relate to that environment. z/OS terms and concepts are used throughout this

book wherever possible.

The following table explains how certain terms are used in this book and how they are related.

Related Terms Relationship

file Throughout this book, the term file can refer to a sequential data
set, a member of a partitioned data set, or a hierarchical file
system (HFS) file (UNIX System Services file system). For more
sequential data set information on hierarchical file systems in z/OS, see [0S UNIX|
|System Services User's Guidd, SA22-7801.

data set

partitioned data set member

hierarchical file system (HFS) file

user prefix The term user prefix is used throughout this book when referring
to the names of data sets in a TSO/E environment. In that
environment, the user prefix is usually a user’s logon
identification. If desired, you can set the user prefix to a value
other than the your logon identification by using the TSO/E
PROFILE command. In z/OS batch mode, your user prefix
depends on whether Resource Access Control Facility (RACF®),
a component of the SecureWay® Security Server for z/OS, or
another security product is installed on your system. If RACF is
installed, and you are processing in batch mode, your user prefix
can be the same as your logon user identification. If RACF is
not installed and you are processing in batch mode under z/OS,
you may not have to use a prefix. See your systems
programmer to determine the RACF settings for your site.

data set names

Unless otherwise specified, when the full name of a data set is
referred to, the high-level qualifier for that data set will be
represented by USERPRFX. The USERPRFX is determined by
the application developer, and depends on the library where the
application is installed. For example,
USERPRFX.EXAMPLE.C(MEMBER) represents a partitioned data
set whose first-level qualifier is represented by USERPRFX,
whose second-level qualifier is EXAMPLE, and whose third-level
qualifier is C. lts member is MEMBER.

application programming interface (API) Throughout this book, the terms API, call, function, and routine
all refer to the same z/OS DCE application programming
interface. For example, rpc_binding_free() API,

function rpc_binding_free() call, and rpc_binding_free() routine, all
refer to the same rpc_binding_free() function.

call

routine
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Related Terms

Relationship

DCE components

Throughout this book, all references to individual DCE
components (such as RPC) refer to that component within z/OS
DCE. For example, references to RPC, DCE RPC, and z/OS
DCE RPC all refer to the same z/OS DCE component.

z/OS SecureWay Security Server DCE In this book the term “DCE Security Server” (or simply “Security

Server”) refers to the z/OS SecureWay Security Server DCE or
to a DCE Security Server provided on another host in the DCE
cell. The z/OS SecureWay Security Server DCE is a component
of the SecureWay Security Server for z/OS.

daemon
process

started task

address space

The term daemon (originating from the UNIX operating system)
is used throughout this book. It is synonymous with a process.
Usually there is one process per address space; however, the
DCEKERN started task is an exception in that its address space
contains several processes (or daemons).

Conventions Used in This Book

This book uses the following typographic conventions:

Bold

Iltalic

Example font

[]
{}

Bold words or characters represent system elements that you must enter into
the system literally, such as commands, options, or path names.

Italic words or characters represent values for variables.

Examples and information displayed by the system appear in constant width
type style.

Brackets enclose optional items in format and syntax descriptions.

Braces enclose a list from which you must choose an item in format and
syntax descriptions.

A vertical bar separates items in a list of choices.
Angle brackets enclose the name of a key on the keyboard.

Horizontal ellipsis points indicate that you can repeat the preceding item one
or more times.

A backslash is used as a continuation character when entering commands
from the shell that exceed one line (255 characters). If the command
exceeds one line, use the backslash character \ as the last non-blank
character on the line to be continued, and continue the command on the next
line.

This book uses the following keying conventions:

<Alt-c> The notation <Alt-c> followed by the name of a key indicates a control character
sequence.
<Return> The notation <Return> refers to the key on your keyboard that is labeled with the

word Return or Enter, or with a left arrow.

Entering commands When instructed to enter a command, type the command name and then press

<Return>.
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Where to Find More Information

Where necessary, this book references information in other books using shortened versions of the book
title. For complete titles and order numbers of the books for all products that are part of z/OS, see the
[z/OS Information Roadmap, SA22-7500. For complete titles and order numbers of the books for z/0OS
DCE, refer to the publications listed in the [‘Bibliography” on page 577

For information about installing zZOS DCE components, see the [zZ70S Program Directory,

Softcopy Publications

The z/OS DCE library is available on a CD-ROM, z/OS Collection, SK3T-4269. The CD-ROM online
library collection is a set of unlicensed books for z/OS and related products that includes the IBM Library
Reader.™ This is a program that enables you to view the BookManager® files. This CD-ROM also
contains the Portable Document Format (PDF) files. You can view or print these files with the Adobe
Acrobat reader.

Internet Sources

The Softcopy z/OS publications are also available for web-browsing and for viewing or printing PDFs using
the following URL:

http://www.ibm.com/servers/eserver/zseries/zos/bkserv/

You can also provide comments about this book and any other z/OS documentation by visiting that URL.
Your feedback is important in helping to provide the most accurate and high-quality information.

Using LookAt to Look up Message Explanations

LookAt is an online facility that allows you to look up explanations for zZOS messages. You can also use
LookAt to look up explanations of system abends.

Using LookAt to find information is faster than a conventional search because LookAt goes directly to the
explanation.

LookAt can be accessed from the Internet or from a TSO command line.

You can use LookAt on the Internet at:
http://www.ibm.com/servers/eserver/zseries/zos/bkserv/lTookat/Tookat.html

To use LookAt as a TSO command, LookAt must be installed on your host system. You can obtain the
LookAt code for TSO from the LookAt Web site by clicking on the News and Help link or from the z/OS
Collection, SK3T-4269.

To find a message explanation from a TSO command line, simply enter: lookat message-id as in the
following:

Tookat iecl92i
This results in direct access to the message explanation for message IEC192I.

To find a message explanation from the LookAt Web site, simply enter the message ID and select the
release with which you are working.
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Note: Some messages have information in more than one book. For example, IEC192I has routing and
descriptor codes listed in [zZ0S MVS Routing and Descriptor Codes, SA22-7624. For such
messages, LookAt prompts you to choose which book to open.

Accessing Licensed Books on the Web

z/OS licensed documentation in PDF format is available on the Internet at the IBM Resource Link site:

http://www.ibm.com/servers/resourcelink

Licensed books are available only to customers with a z/OS license. Access to these books requires an
IBM Resource Link user ID, password, and z/OS licensed book key code. The z/OS order that you
received provides a memo that includes your key code.

To obtain your IBM Resource Link user ID and password, logon to:

http://www.ibm.com/servers/resourcelink

To register for access to the z/OS licensed books:

. Logon to Resource Link using your Resource Link user ID and password.
. Select User Profiles located on the left-hand navigation bar.

. Select Access Profile.

. Select Request Access to Licensed books.

. Supply your key code where requested and select the Submit button.

gk~ o=

If you supplied the correct key code you will receive confirmation that your request is being processed.

After your request is processed you will receive an e-mail confirmation.

Note: You cannot access the z/OS licensed books unless you have registered for access to them and
received an e-mail confirmation informing you that your request has been processed.

To access the licensed books:

1. Logon to Resource Link using your Resource Link user ID and password.
. Select Library.

. Select zSeries.

. Select Software.

. Select 2/0S.

. Access the licensed book by selecting the appropriate element.

OOk~ WN
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This part describes two DCE facilities:
¢ DCE Host Services
¢ DCE Backing Store

Chapter 1. Introduction to DCE Facilities

Chapter 2. DCE Host Services
Types of Applications
Issues of Distributed Applications
Managing a Host's Endpoint Map
Binding to the dced Services
Host Service Naming in Applications C
The dced Maintains Entry Lists . . . . . . ..
Reading All of a Host Service's Data
Managing Individual dced Entries
Managing Host Data on a Remote Host
Kinds of Host Data Stored
Adding New Host Data
Modifying Host Data
Running Programs Automatically When
Host Data Changes
Controlling Servers Remotely
Two States of Server Management:
Configuration and Execution
Configuring Servers
Starting and Stopping Servers
Enabling and Disabling Services of a
Server
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Chapter 1. Introduction to DCE Facilities

By now you are aware that DCE consists of a number of major components, each of which addresses
some necessary aspect of distributed computing:

¢ Threads make programs more efficient by allowing parallel execution of portions of code
¢ Remote Procedure Calls (RPCs) hide network details from applications
¢ Time Service gives consistent time to widely scattered cells and hosts

e Security gives programs assurances that users and other programs are who they say they are and
that they are authorized to do what they are supposed to do

¢ Directory Service helps clients find servers and other resources

For most applications, a DCE component is not used by itself but the components all work together to
create a very useful and powerful environment.

The more you understand DCE and its components, the more you will realize that a strict division by
component is not always clear. The document set for DCE is organized by component mostly for the
convenience of people trying to explain and understand DCE, but applications often contain a blend of
aspects of all the components. This is why it often seems like the information you need to do your work is
scattered across many chapters or volumes, and why advanced or unusual features seem to be described
along side basic or typical tasks. DCE also has some special facilities that just do not fit neatly into any
one discussion of a DCE component, and these are the facilities we describe in this first part of this book.

You should read the [z/0S DCE Application Development Guide: Introduction and Style|prior to using the
DCE facilities described here, and you may want to skip to other parts of this book before learning details
about the DCE facilities.

For the most part, the DCE facilities are already used by one or more major components of DCE to
accomplish some feature they require, while others are stand-alone facilities intended to make developing
distributed applications easier. These facilities are described separately here so that you can use them for
your own applications too. The DCE facilities include the following:

Host Services Host Services give remote access to several kinds of data and
functionality with respect to each DCE host and its servers. Each
host runs a DCE Host daemon (dced) as the interface to the Host
Services. In many cases dced automatically maintains the data and
performs the functions. Some of the data that you can access (and
maintain) remotely includes the host name, the host's cell name,
configuration and execution data for all servers on the host, and a
database of endpoints (server addresses) through which running
servers can be contacted. Some of the functions that you can
perform remotely include starting and stopping servers.

Backing Store Database Service You use a backing store to maintain typed data between invocations
of applications. For example, you could store application-specific
configuration data in a backing store, and then when the application
restarts, it could read the previous configuration from the backing
store. Data is stored and retrieved by a UUID or character string
key, and each record (or data item) may have a standard header if
you wish.

As DCE has developed and improved, useful facilities have been added to make DCE easier and more
useful. Some solutions developed to implement a major component's feature can also prove useful to
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your applications. For example, the Security component must have a way to maintain Access Control
Lists (ACLs). While the backing store was developed to handle this kind of task, you can use this facility
to store your own application-specific data across invocations.

This first part of this book describes how you might put these useful facilities to work in your applications.
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Chapter 2. DCE Host Services

Every DCE host must maintain certain kinds of data about itself and the servers it provides. For example,
each host stores configuration data about its DCE environment, and it also stores data about servers
registered and running on the host. In addition, each host needs some services to not only manage this
data, but also to administer the host and DCE servers. For example, a service that can start and stop
specific servers has obvious value. The DCE host services consist of the following:

Endpoint Mapper The endpoint mapper service enables a client to find servers on a particular
host and the services and objects provided by those services. This service
maintains on each host an endpoint map that contains a mapping of port
addresses (endpoints) to servers, the services servers provide, and the
objects servers manage.

Host Data Management The host data management service stores and controls access to such data
as the host's cell name, the host name, and the cell alias names, among
other things.

Server Management The server management service can start and stop specified servers on a
host, enable or disable specific services provided by a server, and manage
configuration and execution data about these servers.

Security Validation The security validation service maintains a login context for the host's identity
of itself, maintains the host principal's keys, and assures applications
(especially login programs) that the DCE Security Daemon (secd) is genuine.

Key Table Management A server uses private keys for its security instead of human-entered
passwords. The key table management service can be used to manage the
keys stored in key tables on a server's host.

Of course in a distributed environment, these data and services must be easily yet securely accessible
from other hosts. The DCE Host Daemon (dced) is a continuously running program on each host that
provides access to the host services either locally on that host, or remotely from another host.

Types of Applications

Although your applications may need some aspect of these host services (control over which services are
enabled for a particular server, for example), typical servers do not have to do any special coding for
them. This reduces the size and complexity of server code, and it keeps the details of administration out
of applications. This also takes the burden of server administration off of you so you can concentrate on
the application's business functionality.

System administrators will appreciate this development model too because it is unlikely that many servers
implementing their own administrative mechanisms will all behave in the same manner. Administrators
commonly use the DCE control program, dcecp, to access the host services (via deed) of any host in
their distributed environment (provided the user has the appropriate permissions). The dcecp also uses
a script language for more sophisticated administration. See the [z20S DCE Administration Guide|for more
on using dcecp to access the host services.

Although the dcecp commands offer an administrator a great deal of control over DCE hosts and servers,
a set of APIs are also supplied for application developers who need to access the DCE host services from
an application rather than from scripts or the operating system's command line.
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Typical business applications do not use the APIs of these services, but a management application might.
A management application is a client or server that manages other servers or some aspect of the
distributed environment. (The dced is itself a management application that is built into DCE.) Some other
types of applications that might use these APlIs include:

¢ Applications that control other servers for load balancing or server redundancy.

¢ Applications that use a graphical user interface (GUI) instead of the command line interface provided
by the dcecp program.

¢ Applications that need to monitor a server's current state. For example, an application may need to
make sure a particular server or one of its services is available.

Issues of Distributed Applications

The most important aspect of dced is that it gives system administrators the ability to remotely manage
services, servers, endpoints, and even objects on any host in DCE. This eliminates the frustrating and
tedious task of logging in to many different hosts to manage them. This also allows for scalability because
it is impractical to manage a large system by logging in to all its hosts.

The features of dced are greatly enhanced when used remotely. Of course an administrator can use
dced to locally manage a host's services, but dced's real power is in remotely managing system and
application server configurations, key tables, server startup, login configurations, and cell information.

Security becomes a major issue when it comes to remote services. With the power of dced's services
and the dcecp tool, it is important that only authorized principals can use them. The dced controls
access to its various objects using ACLs. Server keys are security-sensitive data that must be seldom
transmitted over the network. All key table data are encrypted when they are transmitted for secure
remote key table management.

Finally, the remote capabilities of the dced give you real-time status of processes and services in DCE.

Managing a Host's Endpoint Map

Each DCE host has an endpoint map that contains a mapping of servers to endpoints. Each endpoint
map server entry is associated with an array of services (interfaces) provided by the server, and each
service is associated with an array of objects supported by the service.

When a typical server calls the dce_server_register() routine, the RPC runtime generates the endpoints

on which the server will listen for calls and then uses dced's endpoint mapper service of the local host to
register the endpoints. Later, when a typical client makes a remote procedure call, its RPC runtime uses

the server host's endpoint mapper service to find the server. When the typical server shuts down, it calls
the dce_server_unregister() routine to remove its endpoints from the endpoint map so that clients do not
later try to bind to it.

Applications can also use the lower level rpc_ep_register() and associated RPC routines. Because the
endpoint map is essential for RPCs to work, endpoints are fully described in|[Chapter 5, “RPC]|
[Fundamentals” on page 59| and the endpoint map structure is described with respect to routing of RPCs
in|Chapter 10, “Topics in RPC Application Development” on page 173

The endpoint map is for the most part maintained automatically by dced. For example, it periodically
removes stale endpoints so that the RPC runtime will not try to complete a binding for a client to a server
that is no longer running. However, administrative applications may find it necessary to peruse a remote
endpoint map and even remove specific endpoints from a local host's endpoint map.
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To read the elements of a remote endpoint map, applications use a loop with the set of routines
rpc_mgmt_ep_elt_ing_begin(), rpc_mgmt_ep_elt_inq_next(), and rpc_mgmt_ep_elt_inq_done(). The
inquiry can return all elements until the list is exhausted, or the inquiry can be restricted to return elements
for the following:

¢ Elements matching an interface identifier (UUID and version number)
¢ Elements matching an object UUID
¢ Elements matching both an interface identifier and object UUID
Administrators can manage the endpoint map by using dcecp with the endpoint object. In an extreme

situation, you could permanently remove endpoints directly from the local endpoint map by calling the
rpc_mgmt_ep_unregister() routine. This function cannot be done remotely for security reasons.

Binding to the dced Services

When you write a program that uses a host service, you begin by creating a dced binding to the service
on a particular host. Bindings are relationships between clients and servers that allow them to
communicate. A dced binding is a specific kind of binding that not only gives your application a binding to
the dced server, but it also associates the binding with a specific host service on that server.!

In general, an application follows these basic steps to use a host service:

1. Establish a binding to the service on the desired host. For example, your application can establish a
binding to the host data management service on another host.

2. Obtain one or more dced entries for that service. For example, your application can obtain the host
data entry that identifies the host's cell name, among other things. This step is valid for the following
services:

¢ Host data management
e Server management
¢ Key table management

Depending on the service and function desired, this step may or may not be necessary. For example,
the security validation service does not store data, so dced maintains no entries for this service.

3. Access (read or write) the actual data for the entries obtained or perform other functions appropriate
for the service. For example, if your application reads the host data management service's cell name
entry, the API accesses dced which may actually read the data from a file. For another example, if
your application established a binding to the security validation service, it could validate the Security
daemon.

4. Release the resources obtained in step 2.

5. Free the binding established in step 1.

Applications bind to a host service using the dced_binding_create() or
dced_binding_from_rpc_binding() routine. The first routine establishes a dced binding to a service on a
host specified in a service name, and the second routine establishes a dced binding to a service on a host
for which the application already has a binding. Both of the routines return a dced binding handle of type
dced_binding_handle_t, which is used as an input parameter to all other dced API routines.

1 Applications must establish a binding to each host service used. However, the endpoint mapper service uses a different binding
mechanism and API from the other host services. This is due to the fact that the endpoint mapper service already existed within
the very large RPC API in earlier versions of DCE, prior to the development of dced.
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Host Service Naming in Applications

Applications include a host service name as input to the dced binding routine dced_binding_create(). A
host service name is a string that may include a host name, or a cell and host name. The following key
words in the host service name refer to a specific DCE host service:

hostdata The hostdata name refers to configuration data of the host data management service.

srvrconf  The srvrconf name refers to the static server configuration portion of the server management
service. This refers to the management of a DCE-installed server.

srvrexec  The srvrexec name refers to the dynamic server execution portion of the server management
service. This refers to the management of a running DCE-installed server.

secval The secval name refers to the security validation service.

keytab The keytab name refers to the private key data of the key table management service.

The following examples show service names and the locations of the hosts in the namespace:

service The host is local, the same as the application's.
service@hosts/host The host is in the local namespace.
I.:/hosts/host/config/service The complete specification for the previous example where the host

is in the local namespace.

I...Icelllhosts/hostlconfig/service The host is in the global namespace.

Since the dced_binding_from_rpc_binding() routine already knows which host to bind to from an RPC
binding input parameter, it uses one of the global variables defined for each service (instead of a string) to
specify which dced service to use.

The dced Maintains Entry Lists

One dced service's data is very different from another's (for example, server configuration data versus key
table data), but you manipulate the data in a similar way. This is because it is a simpler and more
efficient design to implement a few API routines that can handle more than one kind of data rather than
many routines that do essentially the same thing but on a different service's data. An added benefit is a
flexible API that can handle your own application's data and new kinds of DCE data in the future.

To separate the actual data from the APl implementation, a dced service maintains a list of all data items
in an entry list. Entry lists contain entries that describe the name and location of each item of data, but do
not contain the actual data. With this mechanism, dced can obtain and manipulate data very efficiently,
without concern for the implementation and location of the actual data. It also supports well the model
administrators commonly need when accessing data: scan a list, select an item, and use the data.

[Figure 1 on page 9 shows the entry lists maintained by dced.

8 Application Development Guide: Core Components



dced hostdata entry list

Host Data Entry

Server Management Entry Lists

srvrconf entry list srvrexec entry list
L] L]

Server Configuration Entry ‘ ‘ Server Execution Entry

keytab entry list

Key Table Entry

Figure 1. The dced Entry Lists

The dced maintains entry lists for the hostdata, srvrconf, srvrexec, and keytab services. The secval
service does not need an entry list because it does not maintain any data, but functions are performed to
set its state.

There is a special relationship between srvrconf and srvrexec entries. In order for dced to control the
start of a server, the server must have a srvrconf entry associated with server configuration data. When
dced starts a server, it generates from the srvrconf entry and data a srvrexec entry and associates the
new entry with the running server's state.

Although an entry can be associated with many different kinds of data items, all entries have the same
structure as shown in Figure 2.

Entry UUID, Name, Description, Storage Tag

Figure 2. Structure of an Entry

Each entry is a dced_entry_t data structure. Each member of this data structure is described as follows:
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id An entry UUID is necessary to uniquely identify the data item. Some data items have
well-known UUIDs (the same UUID for the particular item on all hosts). The data type is
uuid_t.

name Each data item is identified with a name, to which applications refer. The name need only
be unique within an entry list, because the entry UUID guarantees the entry's uniqueness.
Some item names are well-known and defined in header files. The data type is
dced_string_t.

description  This is a human-readable description of the data item. Its data type is dced_string_t.

storage_tag The storage tag locates the actual data. Each service knows how to interpret this tag to
find the data. For example, some data is stored in a file, the name of which is contained
in the storage tag. Other data is stored in memory and the storage tag contains a pointer
to the memory location. The data type is dced_string_t.

Reading All of a Host Service's Data

Suppose you want to display host service data in an application that has a graphical user interface. The
dcecp commands may not be adequate to display data for this application. The following example shows
how to obtain the entire set of data for each host service:

dced_binding_handle_t  dced_bh;

dced_string_t host_service;
void *xdata_Tist;
unsigned32 count;
dced_service_type t service_type;
error_status_t status;

while(user_selects(&host_service, &service type)){ /+application specific*/
dced_binding_create(host_service,
dced_c_binding_syntax_default,
&dced_bh,
&status);
if(status == error_status_ok) {
dced_object_read_all(dced_bh, &count, &data list, &status);
if(status == error_status_ok) {
display(service_type, count, data Tlist); /+application specific*/
dced_objects_release(dced_bh, count, data_list, &status);

}
dced_binding free( dced bh, &status);

}
Following is a description of the example:

user_selects() This is an example of an application-specific routine that constructs the
complete service name from host and service name information. Data is
stored and retrievable for the hostdata, srvrconf, srvrexec, and keytab
services. No data is stored for the secval service.

dced_binding_create() = Output from the dced_binding_create routine includes a dced binding handle
whose data type is dced_binding_handle_t. If an application already has an
RPC binding handle to a server on the host desired, it can use the
dced_binding_from_rpc_binding() routine to bind to dced and one of its host
services on that host. (Applications also use these routines to bind to the
secval service to perform other functions.)
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dced_object_read_all()

display()

dced_objects_release()

dced_binding_free()

Applications use the dced_object_read_all() routine to read data for all the
objects in an entry list. The output includes the address of an allocated buffer
of data and a count of the number of objects the buffer contains. The data
type in the buffer depends on the service used.

This is an application specific routine that displays the data. Before the data is
displayed, it must be interpreted depending on the service. The hostdata data
is an array of sec_attr_t data structures, the srvrconf and srvrexec data are
arrays of server_t structures, and the keytab data is an array of
dced_key_list_t structures. The following code fragments show the data type
for each service:

void display(
dced_service_type_t service_type, /* dced service type */

int count, /* count of the number of data items */
void xdata) /* obtained from dced object read{ all}() */
{

sec_attr_t *host_data;

server_t *Servers;

dced_key_list_t ~keytab_data;

switch(service_type) {
case dced_e_service_type_hostdata:
host_data = (sec_attr_t =*)data;

case dced_e_service_type_srvrconf:
servers = (server_t *)data;

case dced_e_service_type_srvrexec:
servers = (server_t *)data;

case dced_e_service_type_keytab:
keytab_data = (dced_key 1ist_t =*)data;

default:
/* No other dced service types have data to read. */
break;

}

return;

}

Each call to the dced_object_read_all() routine requires a corresponding call
to dced_objects_release() to release the resources allocated.

Each call to the dced_binding_create() routine requires a corresponding call
to dced_binding_free() to release the resources for the binding allocated.

Managing Individual dced Entries

[Figure 3 on page 12 shows examples of individual dced entries and the locations of associated data.
The data item name or its UUID is used to find an entry, and then the storage tag is used to find the data.
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dced

hostdata entry

UUID ... file location

srvrconf entry
UUID . . . object location

data

srvrexec entry

UUID . . . object location

keytab entry

data

UUID . . . file location

—

I
~ Local Host's Disk
\

Figure 3. Accessing Host Data

The data for each hostdata item is stored in a file on disk. The dced uses the UUID to find the entry in
the hostdata entry list. The entry's storage tag is then used to find the data. For hostdata, the tag
contains a file name. The data returned for one entry is an array of strings in a sec_attr_t structure.

The server management data is stored in memory. The dced uses UUIDs (maintained in the entry lists by
dced) to find an entry. The location of the data in memory is indicated by the storage tag. The data
returned for one entry is a structure of server data (server_t). All data for the srvrconf and srvrexec
entries are accessed from memory for fast retrieval, but the srvrconf data is also stored on disk for use
when a host needs to restart DCE.

Each keytab entry stores its data in a file on disk. However, like the server management entries, the
keytab entries use server names and corresponding UUIDs (maintained by dced) to identify each entry.
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The storage tag contains the name of the key table file. The data returned for one entry is a list of keys of

type dced_key_list_t.

The following example shows how to obtain and manage individual entries for the hostdata, srvrconf,

srvrexec, or keytab services.

handle_t rpc_bh;
dced_binding_handle_t  dced_bh;
dced_entry list_t entries;
unsigned32 i
dced_service_type_t service_type;
void *data;
error_status_t status;

dced_binding_from rpc_binding(service type, rpc_bh, &dced bh, &status);

if(status != error_status_ok)
return;

dced_Tist_get(dced_bh, &entries, &status);

if(status == error_status_ok) {

for(i=0; i<entries.count; i++) {
if( select_entry(entries.list[i].name) ) {/* application specific */
dced_object read(dced bh, &(entries.list[i].id), &data, &status);
if(status == error_status_ok) {
display(service_type, 1, &data); /+ application specific */
dced_objects_release(dced_bh, 1, data, &status);

}
}

dced_Tist_release(dced_bh, &entries, &status);

}

dced_binding_free(dced_bh, &status);

Each routine is described as follows:

dced_binding_from_rpc_binding()

dced_list_get()

select_entry()

The dced_binding_from_rpc_binding routine returns a dced
binding handle whose data type is dced_binding_handle_t. This
binding handle is used in all subsequent dced API routines to
access the service. The host is determined from the RPC binding
handle, rpc_bh, and the service_type is selected from the following
list:

e dced_e_service_type_hostdata
e dced_e_service_type_srvrconf
e dced_e_service_type_srvrexec
e dced_e_service_type_keytab

Applications use the dced_list_get() routine to get a service's
entire list of names. Using the dced_list_get() routine gives your
application great flexibility when manipulating entries in an entry
list. If you prefer, your application can use the
dced_entry_cursor_initialize(), dced_entry_get_next(), and
dced_entry_cursor_release() set of routines to obtain individual
entries, one at a time.

This is an application specific routine that selects which entry to
use based on the entry name.
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dced_object_read() The default attribute for dced_object_read() is to return an array of
strings. The hostdata and keytab services have other read
routines that allow you to specify binary data.

display() This is an example of an application-specific routine that simply
displays the server configuration data read. Depending on the
service, a different data structure is used. For the hostdata
service a sec_attr_t is used. For the srvrconf and srvrexec
services server_t structures are used. For the keytab service a
dced_key_list_t structure is used.

dced_objects_release() After your application is finished with the data read with the
dced_object_read() routine, free the buffer of data allocated using
the dced_objects_release() routine.

dced_list_release() Each call to the dced_list_get() routine requires a corresponding
call to dced_list_release() to release the resources allocated for
the entry list.

dced_binding_free() Each call to the dced_binding_from_rpc_binding() routine
requires a corresponding call to dced_binding_free() to release
the resources of the allocated binding.

Managing Host Data on a Remote Host

Administrators typically use the dcecp hostdata object to remotely manage the data of the hostdata
service. However, application developers can use the dced API for their own management applications or
if dcecp does not handle a task in the desired way, such as for a browser of host data that uses a
graphical user interface.

Kinds of Host Data Stored

Each hostdata item is stored in a file and dced has a UUID associated with each. On z/OS DCE, the
standard data items include the following well-known names:

cell_name The name of the cell to which your host belongs is stored.

cell_aliases When the cell name changes, the old names are designated as cell aliases.
dce_cf.db The DCE configuration data file is stored.

host_name The host name is stored.

pe_site The location of the Security server is stored.

post_processors The post_processors file contains UUID-program pairs for which the UUIDs
represent other hostdata items. If changes occur to an associated hostdata item, the
system runs the program.

In addition to the well-known hostdata items, applications can also add their own. (DCE implementations
other than z/OS DCE may also define additional items.) The well-known hostdata items have well-known
UUIDs defined in the file /usr/include/dce/dced_data.h, but you can use the dced_inq_uuid() routine to
obtain any UUID associated with any hame known to dced.

See the |zZ0S DCE Administration Guide|for additional information on managing host data.
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Adding New Host Data

In addition to modifying existing host data, you can add your own data by using the host data API. For
example, suppose you want to add a printer to a host, and make the configuration file part of that host's
dced data. The following example shows how to do this:

dced_binding handle_t dced_bh;

error_status_t status;
dced_entry_t entry;
dced_attr_Tlist_t data;

int num_attr, str_size;

sec_attr_enc_str_array_t *xattr_array;

dced_binding_create(dced_c_service_hostdata,
dced_c_binding_syntax_default,
&dced_bh,
&status);
/*Create Entry Data */
uuid_create(&(entry.id), &status);
entry.name = (dced string_t) ("NEWERprinter");
entry.description = (dced_string_t)("Configuration for a new printer.");
entry.storage_tag = (dced_string_t)("/etc/NEWprinter");

/* Create the Attributes, one for this example */
data.count = 1;
num_attr = 1;
data.list = (sec_attr_ t *)malloc( data.count * sizeof(sec_attr t) );
(data.list)->attr_id = dced_g uuid_fileattr;
(data.list)->attr_value.attr_encoding = sec_attr_enc_printstring_array;
str_size = sizeof(sec_attr_enc_str_array_t) +

num_attr * sizeof(sec_attr _enc_printstring p t);
attr_array = (sec_attr_enc_str_array t *)malloc(str_size);
(data.list)->attr_value.tagged union.string_array = attr_array;
attr_array->num_strings = num_attr;
attr_array->strings[0] = (dced _string_t)("New printer configuration data");

dced_hostdata_create(dced_bh, &entry, &data, &status);
dced_binding free( dced bh, &status);

Following is a description of the example:

dced_binding_create() This routine creates a dced binding to a dced service. The binding handle
created is used in all subsequent calls to appropriate dced API routines. By
using the dced_c_server_hostdata value for the first parameter, we are using
the hostdata service on the local host.

Create Entry Data Prior to creating a hostdata entry, we have to set its values. These include
the name and UUID that dced will use to identify the new data, a description
of the entry, and a file name with the full path where the actual data will
reside.

Create the Attributes The data stored is of type sec_attr_t. This data type is a very flexible one
which can store many different kinds of data. In this example we set the file
to have one attribute, printable string information. This example has only one
string of data. You can also establish binary data for the file.

dced_hostdata_create() This routine takes the binding handle, entry, and new data as input, creates
the file with the new data, and returns a status code.

If the printer configuration file already exists on the host, but you want to make
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it accessible to dced, use the dce_entry_add() routine instead of
dced_hostdata_create().

dced_binding_free() Each call to the dced_binding_create() routine requires a corresponding call
to dced_binding_free() to release the binding resources allocated.

Use the dced_hostdata_delete() routine to delete application-specific hostdata items and their entries.
For example, the printer installed in the above example is easily removed with this routine. If you are only
taking the printer out of service for a short time, use the dced_entry_remove() routine to remove the
dced entry but not the data file itself. When the printer is later ready again, use the dced_entry_add()
routine to re-install it.

Do not delete the well-known hostdata items or remove their entries.

Modifying Host Data

Changing host data can not only change the way the host works but it affects other files and processes on
the host. Therefore, care should be taken when changing host data. Deleting the well-known hostdata
entries can cause even more serious operational problems for the host.

The current as well as earlier versions of DCE provide configuration routines that use a dce_cf.db file for
data. When host data changes, dced also makes the appropriate changes to this file so that the dce_cf*
routines continue to work correctly. This is one reason the hostdata items are established as well-known
names with well-known UUIDs so that dced knows which values to monitor.

Management applications use the dced_hostdata_read() routine to obtain the data for an entry referred to
by an entry UUID. To modify an entry's actual data, applications use the dced_hostdata_write() routine.
This routine replaces the old data with the new data for the host data entry represented by the entry
UUID. The host data entry must already exist because this routine will not create it. Use the
dced_hostdata_create() routine to create new host data entries.

Running Programs Automatically When Host Data Changes

The following example shows how to use the post_processors feature of the well-known hostdata to
cause dced to automatically run a program if another hostdata entry changes. In this example, the
post_processors file is read, and data is added for the NEWERprinter hostdata entry created in an earlier
example. The data is placed in a dced_attr_list_t structure and written back to the post_processors
hostdata entry.

dced_binding_handle_t dced_bh;

uuid_t entry uuid;

sec_attr_t xdata_ptr;

error_status_t status;

int i, num_strings, str_size;
sec_attr_enc_str_array_t xattr_array;

unsigned_char_t *string_uuid, temp_string[200];
dced_attr_list_t attr_list;

dced_binding_create(dced _c_service_hostdata,
dced_c_binding_syntax_default,
&dced_bh,
&status);
dced_hostdata_read(dced_bh,
&dced_g_uuid_hostdata_post_proc,
&dced_g_uuid_fileattr,
&data_ptr,
&status);
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/* Create New Array and Copy 01d Data into it =/
num_strings = data_ptr->attr_value.tagged_union.string_array->num_strings + 1;
str_size = sizeof(sec_attr_enc_str_array_t) +
num_strings * sizeof(sec_attr_enc_printstring p t);
attr_array = (sec_attr _enc_str array t *)malloc(str_size);
attr_array->num_strings = num_strings;
for(i=0; i<(num_strings-1); i++) {
attr_array->strings[i] =
data_ptr->attr value.tagged union.string_array->strings[i];

}
dced_ing_id(dced _bh, "NEWERprinter", &entry uuid, &status);

uuid_to_string(&entry_uuid, &string_uuid, &status);
sprintf(temp_string, "%s %s", string_uuid, "/path/and/program/to/run");
attr_array->strings[num strings-1] = (dced_string_t) (temp_string);
data_ptr->attr_value.tagged_union.string_array = attr_array;

attr_Tist.count = 1;
attr _list.list = (sec_attr_t *)malloc(attr_list.count * sizeof(sec_attr t));
attr_list.list = data_ptr;
dced_hostdata_write(dced_bh,
&dced_g uuid_hostdata_post_proc,
gattr_list,
&status);

dced_objects_release(dced _bh, 1, (voidx)(data_ptr), &status);
dced_binding_free(dced_bh, &status);

The example is described as follows:

dced_binding_create() This routine creates a dced binding to the hostdata service on a specified host.
The binding handle created is used in all subsequent calls to appropriate dced
API routines. The dced_c_service_hostdata argument is a constant string
that is the well-known name of the hostdata service. When this string is used
by itself, it refers to the service on the local host.

dced_hostdata_read()  This routine reads the hostdata item referred to by the entry UUID. In this
example, the global variable dced_g_uuid_hostdata_post_proc represents
the UUID for the well-known post_processors file. The second parameter
specifies an attribute for the data. Attributes describe how the data is to be
interpreted. In this example we know the data to be read is plain text so we
use the global variable dced_g_uuid_fileattr to specify plain text rather than
binary data (dced_g_uuid_binfileattr).

Create New Array The next few lines copy the existing array of print strings into a new array that
has additional space allocated for the new data.

dced_ing_id() This routine acquires the UUID dced maintains for a known entry name. In this
example, we need the UUID for the NEWERprinter hostdata entry, so it can be
included in the data stored back in the post_processors file.

uuid_to_string() This routine returns the string representation of a UUID. Each line in the
post_processors file contains a string UUID and a program name for dced to
run if the hostdata entry referred to by the UUID changes. The next few lines
create a new string containing the string UUID and a program name, adds the
new string to the new array, and reassigns the new array to the old data
pointer.
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dced_hostdata_write() Since hostdata could have more than one attribute associated with each entry,
the data must be inserted in an attribute list data structure before the
dced_hostdata_write() routine is called. In the case of the well-known
post_processor hostdata object, the attribute is for a plain text file. The
dced_hostdata_write() routine replaces the old data with the new data for the
hostdata entry represented by the entry UUID.

dced_objects_release() Each call to the dced_hostdata_read() routine requires a corresponding call to
dced_objects_release() to release the resources allocated.

dced_binding_free() Each call the dced_binding_create() routine requires a corresponding call to
dced_binding_free() to release the resources allocated.

The post_processors data for this deed now contains an additional string with a UUID and program name.
If the hostdata item represented by the UUID for NEWERprinter is changed, dced automatically runs the
program.

Note: In z/OS UNIX System Services if the post processor program is a shell script, the first two
characters of the file must be # 1. They should be entered using the same code page that DCEKERN will
be using at the time the post-processor is executed.

If DCEKERN requires a code page other than IBM-1047, use the z/OS iconv command to convert
lopt/dcelocal/bin/dcecf_postproc to the new code page before starting DCEKERN. As initially installed,
dcecf_postproc (a post-processor shell script) is in the IBM-1047 code page. See the[zZ0S UNIX|
[System Services Command Reference, SA22-7802, for information on the iconv command.

The shell (/bin/sh) will be invoked to execute the script. stdin, stdout, and stderr will not be open and
the post-processor program must open them as necessary, for example, by using redirection with a shell
script to route output to an HFS file.

Controlling Servers Remotely

Both applications developers and system administrators may want servers to have certain support services
and control functionality. For example, servers may need mechanisms to store operational data, and they
may need to start or stop in various ways. The dced program provides these support and control
mechanisms for servers.

Servers are typically configured by an administrator using the dcecp server object in a script after the
server is installed on the host. In addition to configuring the server, this script would commonly include
other tasks like create an account and assign a principal name for the server, modify the access control
lists (ACLs) and key table files (keytabs) to control access to the server and its resources, and export the
server binding information to the Cell Directory Service (CDS) so that clients can find a server that will
start dynamically later.

After a server is configured, whether it runs as a persistent daemon or an on-demand (dynamic) process,
administrators would again use dcecp if they need to control or modify its behavior. Although server
management is typically an administrator's task, you may want a management application to perform these
tasks, including the following:

¢ Configure a server to describe how it can be invoked

e Start a server based on configuration data

e Stop a running server

¢ Disable a specific service provided by a running server

¢ Enable a specific service for a running server
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¢ Modify a server's configuration

¢ Delete a server's configuration, effectively removing the server from dced's control

Two States of Server Management: Configuration and Execution

If all servers ran as persistent processes, dced could maintain data about each server in a single (albeit
complex) data structure. However, due to the fact that some servers may run on-demand, it is a more
flexible design to have two sets of data: one that describes the default configuration to start the server,
and one that describes the executing (running) server. Earlier in this chapter when we described dced
service naming, we defined srvrconf and srvrexec objects to name the two portions of the server
management service.

Table 1 lists the routines applications can use to control servers. It also shows the valid object names to
use when establishing a dced binding prior to using the routine.

Table 1. API Routines for Remote Server Management

API Routine Service Name for Binding
dced_server_create() srvrconf
dced_server_start() srvrconf
dced_server_disable_if() srvrexec
dced_server_enable_if() srvrexec
dced_server_stop() srvrexec
dced_object_read() srvrexec or srvrconf
dced_object_read_all() srvrexec or srvrconf
dced_server_modify_attributes() srvrconf
dced_server_delete() srvrconf

Configuring Servers

Although administrators commonly use dcecp to configure servers remotely, management applications
can use dced API routines to configure a new server remotely by creating server configuration data,
changing a remote server's configuration, and deleting a server's configuration data.

Configuring a New DCE Server: Management applications use the dced_server_create()
routine to add a new server to a host. After a server is configured, it can be remotely controlled by
modifying its configuration attributes, starting and stopping it, enabling or disabling the RPC interfaces it
supports, and deleting its configuration.

Configuring the server involves describing the server for DCE by allocating and filling in a server_t data
structure, as shown in the following example. Note that not all server_t fields are assigned values in the
following example:

int is

dced_binding_handle_t dced_bh;

server_t conf, exec;

dced_string_t server_name;

uuid_t srvrconf_id, srvrexec_id;
dced_attr_Tist_t attr_Tist;

error_status_t status;

static service_t nil_service;
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dced_binding_create("srvrconf@hosts/somehost",
dced_c_binding_syntax_default,
&dced_bh,
&status);
dced_ing_id(dced_bh, server_name, &srvrconf_id, &status);
if(status == error_status_ok) {
puts("Configuration already exists for this server.");
dced_binding_free(dced_bh, &status);

return;
}
/* setup a server_t structure */
uuid_create(&(conf.id), &status);
conf.name = server_name;

conf.entryname (dced_string_t)"/.:/greeter";
conf.services.count = 1;

/* __ _service_t structures represent each interface supported _ */
conf.services.list =
(service_t *)malloc(conf.services.count * sizeof(service_t));
for(i=0; i<conf.services.count; i++) {
rpc_if_ing_id(greetif vl 0 _c_ifspec,
&(conf.services.list[i].ifspec),

&status);
conf.services.list[i] = nil_service;
conf.services.list[i].ifname = (dced_string_t)"greet";
conf.services.list[i].annotation = (dced_string_t)"The greet application";
conf.services.list[i].flags = 0;
}
/* server_fixedattr_t structure */

conf.fixed.startupflags =

server_c_startup_explicit | server c_startup on failure;
conf.fixed.flags = 0;
conf.fixed.program = (dced_string_t)"/server/path/and/program/name";

dced_server_create(dced_bh, &conf, &status);
dced_binding_free(dced_bh, &status);

dced_binding_create() To configure a server, the application must first create a dced binding to the
srvreconf portion of the server management service on a specified host. The
binding handle created is used in all subsequent calls to appropriate dced API
routines.

dced_ing_id() This routine returns the UUID that dced associates with the name input. Each
configured server has an associated UUID used by dced to identify it. This
example does not try to create a configuration for a server that already exists.

Setup a server_t Structure for the Server
The server_t structure contains all the information DCE uses to specify a server.

Setup service_t Structures for each Interface
Each service that the server supports is represented by a service_t data
structure which contains the interface specification among other things. In this
example, the client stub for the interface was compiled with the program so that
the interface specification (greetif vl 0 c_ifspec) could be obtained without
building the structure from scratch.

Setup a server_fixedattr_t Structure
Other fixed attributes required for all servers describe how the server can start,
the program path and name for the server so that dced knows which program to
start, and the program's arguments, among other things.
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Note: In z/OS UNIX System Services if the program is a shell script, the first
two characters of the file must be # !. They should be entered using the same
code page that DCEKERN will be using at the time the program is executed.
The shell (/bin/sh) will be invoked to execute the script. stdin, stdout, and
stderr will not be open and the post-processor program must open them as
necessary, for example, by using redirection with a shell script to route output to
an HFS file.

dced_server_create() This routine uses the filled-in server_t structure to create a srvrconf entry for
dced. The data is stored in memory for quick access whenever the server is
started.

dced_binding_free() Each call to the dced_binding_create() routine requires a corresponding call to
dced_binding_free() to release the binding resources allocated.

Modifying a Server's Configuration Attributes: The data for configuring servers includes
arrays of attributes. For flexibility, the dced is implemented using the extensible and dynamic data
structures developed for the DCE security registry attributes. This extended registry attribute (ERA)
schema gives vendors the flexibility to modify the attributes appropriate for configuring servers on various
systems. The use and modification of these data structures are described in [Chapter 29, “The Extended|
[Attribute Application Program Interfaces” on page 465

Applications commonly use dced_server_modify_attributes() after the dced_server_create() routine to
change the default configuration attributes (the attributes field of a server_t structure) for a remote
server. A dced_attr_list_t data structure is input which contains an array of sec_attr_t data structures
and a count of the number in the array.

Deleting a DCE Server: Management applications use dced_server_delete() to delete a server's
configuration data and entry in its hosts dced. Although this does not delete the actual server program
from the host, it removes it from DCE control.

Starting and Stopping Servers

Servers typically run as persistent processes or are started on demand when a client makes a remote
procedure call to it. Management applications can start remote servers using the dced_server_start()
routine. This is a srvrconf routine that takes as input server configuration data in the form of an attribute
list.

Once a server has started, it tends to remain running until an administrator or management application
stops it, but some applications may stop themselves if, for example, they do not detect activity within a
specified time. To stop remote servers, applications can use the dced_server_stop() routine.

The following example shows how an application starts or stops a server:
dced_binding_handle_t dced_bh, conf_bh, exec_bh;

server_t conf, exec;

dced_string_t server_name;

uuid_t srvrconf_id, srvrexec_id;
error_status_t status;

/* Toggle the Starting or Stopping of a Server */
dced_binding_create("srvrconf@hosts/somehost",
dced_c_binding_syntax_default,
&conf_bh,
&status);
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dced_binding_create("srvrexec@hosts/somehost",
dced_c_binding_syntax_default,
&exec_bh,
&status);
dced_ing_id(exec_bh, server_name, &srvrexec_id, &status);
if(status != error_status_ok) {
puts("Server is NOT running.");
dced_ing_id(conf_bh, server name, &srvrconf_id, &status);
dced_server_start(conf_bh, &srvrconf_id, NULL, &srvrexec_id, &status);
}

else {
puts("Server is RUNNING.");
dced_server_stop(exec_bh, &srvrexec_id, srvrexec_stop_soft, &status);

}
dced_binding_free(conf_bh, &status);
dced_binding_free(exec_bh, &status);

dced_binding_create() These routines create dced bindings to the srvrconf and srvrexec portions of
the server management service on a specified host. The binding handles
created are used in all subsequent calls to appropriate dced API routines.

dced_ing_id() This routine returns the UUID that dced associates with the name input. Each
name used to identify an object of each service has a UUID. If dced maintains
a UUID for a srvrexec object, the server is running. However, it is possible
that the server is in an in-between state as it is starting up or shutting down.
For a more robust check as to whether the server is running, use the
dced_object_read() routine to read the server_t structure for the srvrexec
object. If the exec_data.tagged union.running_data.instance UUID is the
same as the srvrconf UUID (srvrconf_id), the server is running.

dced_server_start() This routine starts the server via dced. The srvrconf binding handle and UUID
are input. For special server configurations, you can start a server with a
specific list of attributes, but a value of NULL in the third parameter uses the
attributes of the server configuration data. You can input a srvrexec UUID for
dced to use, or allow it to generate one for you.

dced_server_stop() This routine stops a running server identified by its srvrexec UUID.

dced_binding_free() Each call to the dced_binding_create() routine requires a corresponding call to
dced_binding_free() to release the binding resources allocated.

Enabling and Disabling Services of a Server

Most servers have all their services enabled to process all requests. However, a server may need to
enable or disable services to synchronize them, for example. For another example, an administrator (or
management application) may need to disable or enable services to perform orderly startup or shutdown
of a server. Each service provided by a server is implemented as a set of procedures. DCE uses an
interface definition to define a service and its procedures, and application code refers to the interface
when controlling the service.

When a server starts, it initializes itself by registering with the RPC runtime and the deced on its host
using the dce_server_register() routine. This enables all services (interfaces) that the server can
support.

Note: The dce_server_disable_if() and dce_server_enable_if() routines are not supported when
targeted at DCE hosts running on z/OS. If you wish to have clients that already know about the server
and service work, but wish to prohibit any new clients from finding the server and service, you can use
rpc_mgmt_ep_unregister() to remove from the endpoint map the server address information with
respect to the service. This routine does not affect the RPC runtime.
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Validating the Security Server

The security validation service (secval) has the following major functions:

¢ [t maintains a login context for the host's self identity which includes periodic changes to the host's key
(password).

¢ |t validates and certifies to applications, usually login programs, that the DCE Security Daemon (secd)
is legitimate.

Clients (including remote clients, local servers, host logins, and administrators) all need the security
validation service to make sure the DCE Security Daemon (secd) being used by the host is legitimate.
The security validation service establishes the link in a trust chain between applications and secd, so that
applications can trust the DCE security mechanism.

An application can trust its host's security validation service because they are on the same host, but an
application has no way to convince itself that secd, presumably on another host, is genuine. However, if
the application trusts another principal (in this case the security validation service), which in turn trusts
secd, then the trust chain extends from the application to secd.

Typically, a login program accesses the security validation service when it uses the Security Service's
Login API, described in [Chapter 30, “The Login Application Program Interface” on page 495|
Administrators access the secval service by using dcecp's secval object. However, suppose you are
writing a security monitoring application to watch for and respond to security attacks. After the application
binds to the secval service, it can call the dced_secval_validate() routine to verify that the secd is
legitimate.

Applications can also use the dced_secval_start() and dced_secval_stop() routines to start and stop the
security validation service on a given host.

For example, during configuration of a host, the deed program can start with or without the security
validation service. Later when security is configured, a management application can start secval using
the dced_secval_start() routine. For another example, suppose our security monitoring application
mentioned earlier suspects an attack. The application can call dced_secval_stop() to stop the security
validation service without stopping the entire dced. This makes the login environment more restrictive.

Managing Server Key Tables

Keys for servers are analogous to passwords for human users. Keys also play a major role in
authenticated remote procedure calls. Keys have some similarities with passwords. For example, server
keys and user passwords have to follow the same change policy (or a more stringent one) for a given host
or cell. This means that just as a user has to periodically come up with a new password, a server has to
periodically generate a new key. It is easy to see that a human user protects a password by memorizing
it. But a server memorizes a key by storing it in a file called a key table.

It is more complex for a server to change keys than it is for a human user to change a password. For
example, a human user needs to only remember the latest password, but a server may need to maintain a
history of its keys using version numbers, so that currently active clients do not have difficulty completing a
remote procedure call. When a client prepares to make authenticated remote procedure calls, it obtains a
ticket to talk with the server. (The security registry of the authentication service encrypts this ticket using
the server's key, and later the server decrypts the ticket when it receives the remote procedure call.)
Timing can become an issue when a client makes a remote procedure call, because tickets 